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Abstract—Motor imagery recognition has been considered an
important topic in the brain-computer interface (BCI)
community. Due to noises and artifacts in signalshow to gain
satisfactory classification accuracy is still a ctical issue. We
propose in this paper a novel feature to address it issue. The
method consists of three steps. Firstly, EEG signal from
different electrodes are transformed by Time-Frequacy Analysis
method, in this paper Hilbert-Huang Transform. A se of features,
Degree of Imagery (DOI) are then extracted from thespectrums
by the proposed feature extraction method. The feates can
effectively represent the event-related-desynchromation (ERD)
during motor imagery. Experiments on the BCI 2003 ompetition
dataset Ill indicate that our method achieves betteclassification
accuracy and higher mutual information (MI) than other
researches using the same dataset and with low coutptional
time, which is capable of real-time usage.

Keywords—motor imagery, degree of imagery (DOI), brain-
computer interface  Hilbert-Huang transform, mutual
information, event related desynchronization,

. INTRODUCTION

The Brain Computer Interface (BCIl) is an interface
technigue between human and computer which can he
severely motor-disabled patients to communicate @ordrol
the environment. Usually the EEG signals are piegs®sed to
improve performance. High-Pass Filter and Low-Hrlser are
used to eliminate the noise and artifacts (EOG MGIE
However, the artifacts and the desired EEG arellysimathe
same frequency range. Various feature extractiathads have
been proposed, such as ICA and PCA, etc. Howeeeresults
are not satisfactory due to the non-stationaryadtaristics of
EEG and the limited knowledge to the brain function
Therefore, how to extract distinguishing featuresmf EEG
becomes critical for motor imagery recognition.

During the motor imagery, the energy in the mu bancﬂ

(8~12Hz) at the contralateral hemisphere sensoomot
representative areas declines, Event-Related Diesymization
(ERD), and increases at the ipsilateral hemisphBrent-

Related Synchronization (ERS). Many methods hasn beedescribe the EEG data set used in this

proposed in the decade, and one branch of therthastime-
Frequency Analysis (TFA) extract the feature of onamagery.
Mostly, the raw EEG data is transformed into fretye

Huang Transform (HHT) [4], however the results sgamt
good enough comparing to others. The Hilbert spattin
HHT provides an adaptive analysis method and aetbett
transient resolution than that of Fourier Transfamd Wavelet
Transform. However the question lies on whetheretteb
transient resolution provides us a better view ifoaginary
movement detection. Hilbert spectrum is more disciiean the
frequency spectrum of Fourier Transform and Wavelet
Transform. On the other hand, the ERD effect issanwscopic
phenomenon to time, while Hilbert spectrum shows aas
microscopic view. Thus some modification must bedento
suit for the classification of imaginary movemertiem using
HHT. In this paper, we devise a feature, Degreémagery
(DOI), based on HHT. This method can effectivelyede the
ERD during motor imagery, thereby improving the
classification performance.

In the previous researches, mostly only eitheratt@uracy
or the mutual information (MI) [5] of the classiiton
algorithm is concerned. To implement an online Bgtem,
the calculation speed is also an important faciith
exhaustive computational time, the system wouldonger be
ﬁ))ractical, even when the accuracy of the systammite high.

In this paper, the BCI competition 2003 data sétidl
adopted to compare the performance of the propossttiod
and the results of other researches, because theetais well
recognized with validity in the research in BClsltalso
important to mention that some of the researchessf@n the
results of the Offline Classification, i.e. onlyeoutcome per
trial; and some other researches implement thgorighms to
be Online Simulation, i.e. using the data set toukite the
online classifying circumstance. Therefore, the esxpental
results of this paper would perform in the both ditian in
order to compare the results with different paggéngithe same
ata set. The results show a high accuracy and yistes,
sing the novel feature, Degree of Imagery (DO)hw rather
low computational time.

This paper is organized as follows. In Sectiorwa, first

work. Sec8o
introduces our method and the feature, DOI, in ibeta
Experimental results and the comparison of the iposv

researches are presented in Section 4. Discussith a

domain by methods like Fourier Transform and WaveleConclusion are drawn in Section 5.

Transform. Recently, some researches [1-3] usedHiloert-
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Figure 1. The paradigm of the Graz BCI competitip2003.

1. DATA DESCRIPTION

The data used in this work are those from the @&z
competition Il dataset Ill, 2003 [6]. The data wdrem a
normal subject, a 25 years old female, during alldaek
session. The session consists of 7 runs with 43 teiach. Each
trial is of 9 s, and is illustrated in the paradigsFigure 1. In
the period of 0-2 s, the subject was asked to rélax =2s, an
acoustic stimulus indicates that a motor imaginask is ready
to start, and then the symbol “+” is displayed ba screen for
1 s. Next, an arrow (left or right) is displayedaasue, which

lasts for 6s { =3 t=9t0). During the feedback period, the

subject was asked to imagine a right or left harm/ement.
During the 9s-length trial, the EEG signals, reedrdfom C3,
Cz, and C4, where Cz is a reference, were collegii¢ a
sampling rate of 128 Hz and filtered between 0 2 Hz.

Ill.  PROPOSEDMETHODS

A.  Scheme

The classification scheme is described in FigurénZhe
training stage, first, the training dataset of EE{gnal is
transformed by Time-Frequency Analysis (TFA) methodet
the time-frequency patterns. Second, the propossdure
selection method, Degree of Imagery (DOI), is aaplon the
spectrum, and the parameters are determined bylQHeld
cross validation. Finally, the parameters of tressifier, SVM,
are trained by the 10-fold cross validation to obtthe
parameters with the highest accuracy. In the gstage, the
testing dataset is processed the same way as itraimng
stage, however, with the fixed parameters obtaprediously.

The mode the output can be chosen either to ben®©nli

Simulation or Offline Classification, in order t@ropare and
correspond to the performance of other researctyube same
dataset.

Ideally, the TFA method in the scheme is arbitrénythis

paper, the TFA method is chosen to be HHT (for the

implantation details, please refer to [4]), and @abransform
to test the proposed feature selection method. réhson to
choose HHT is that it's less frequently adoptedttie BCI

motor imagery tasks in comparison to other TFA tégpes
and the adaptive nature. Gabor Transform serveghas
representative of the traditional TFA methods.

Motor Imagery EEG

i
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A
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(10-fold Cross Validation)
Feature Selection
Degree of Imagery
. (DOI)

‘Window Length, Start Time
and End Time
Determination

A

Classifier

A

Performance
Testing

Figure 2. The scheme of the proposed me!

B.  Improving the Computational Speed of HHT

While HHT appears to be effective in detecting ERDs
computationally expensive. A large number of iters will
be required in generating each IMF, making the Epbcess
time-consuming. As defined, the EMD process is molpuntil
a monotonic function (the residue) is obtained. Ewesy, one

does not need to accomplish the whole EMD process i

practice. In other words, even if all IMFs of an@&ERignal are
found, not all of them will be useful for the detten of ERD.

First, the sum of the energy of the first three 8\tfontributes
more than 80% of the total energy of the raw EE§hal, and
the other part of the energy is almost equallyrithisted over
the rest, shown in Figure 3.

Second, Figure 4 gives another view of how diffeldfFs
take part in an EEG signal. Figure 4 is the avatddibert
spectrum of 140 different EEG signals of imaginagvement,
where the numbers of right-hand and left-hand imanryi
movements are equal. It shows that the first IMfElsastically
well distributed over the frequency range from @@2Hz, the
second IMF focuses on the frequency range from 83tdz,
the third IMF occupies the frequency range from QA 0Hz,
and the frequency ranges of the other IMFs maielnéar DC.

Third, the previous stochastic conclusion is oa BEG
signals sampled in 128 Hz, however the outcomesitdt

differs when different sampling frequencies anceripolation
method is applied. Stochastically, HHT acts as wtyditter

banks [7]. Since the Nyquist frequency is 64 Hzcan be
found that from the first to third the filter bankschastically
almost covers the entire effective frequency rangext, we
introduce how to extract features from the Hillsgéctrum.
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Figure 3. This figure summarizes the energy couatidin of the IMFs. The
contribution of different IMFs of EEG signals. Theel 1 in the x axis
denotes the first IMF, and label 2 denotes the greege of the energy
contributed by the®land the 2 IMFs and so on.

C. Feature Extraction: Degree of Imagery (DOI)

The defect of Hilbert Spectrum is that it's morsaiete than

Max(Ec; (1)) — Max(Ec,(t))
Max(Max(Ec, (1)), Max(E, (1))

Figure 5 would demonstrate how DOI improve the ctéia
and classification of ERD effect. Figure 5(a) shales original
energy within the effective frequency range, X¢f)C3 and C4.
It can be observed that the difference of energg€®fand C4
isn't stable feature. While using the formula (Bjgure 5(b)
shows the E(t) of C3 and C4 under a left hand imatgsk.
It's clearly that Ec3(t) is higher than Ec4(t), whicorresponds
to the contralateral ERD. In Figure 5(b), the pbgkimeaning
of DOI is obvious. It denotes ratio of the energfyedence of
the two electrodes to the energy of the non-ER2tedde,

DOI (t) = (6.

the spectrums of other TFA methods, and it seemss leserving as the reference. If ERD is significang, thagnitude of

meaningful to human eyes. Thus to obtain the featDegree
of Imagery (DOI), the Hilbert Spectrum is processgdthe
following procedures.

First, a moving window is applied on the HilberteSppum.
For a time point t, its corresponding moving windswvithin

DOI will become close to one. The value of DOI resifgrom -
1to 1, where 1 denotes left hand imagery andwécsa.

Figure 5(c) shows the corresponding DOI of the stiaé
The DOI ascends significantly from 0 to 1 and resch at
around 6 sec. It's worth noticing that since thadaw length

the interval of [t#t], whereAt is the window length. For each ©of the cumulation is 2.6 secs, the DOI at 6 sedaios the

moving window, the sub-spectrum is first added othes
effective frequency range and then cumulated dverlength
of the window, which serves as a moving averagderfibver
time.

HD:jﬁffmanmr

t-W Rower _bound

5

where X (7, ) is the sub-spectrum of each moving window

W is the window length of the cumulation to calcal&ft) ,
and F and F, is the effective frequency range.

upper _bound lower _bound

DOI of each moving window is defined as follows.
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Figure 4. The top left figure shows the averagelbedi spectrum of the
first IMFs of the 140 EEG signals recorded from 1#idls of motor
imagery, and so on. The frequency range of eachifMifferent from each
other.

information from 3.4 sec to 6 sec, which correspotalfiring
time of motor imagery

The advantage of DOI is its zero mean and its piatleof
denoising. It can be further shown that the Ml @Ibs quite
high in Figure 5(d), reaching the maximum nearkitg, which
leads DOI a good feature for the ERD application.

The length of the moving window is the factor taetmine
DOI, and it's obtained by calculating Ml of DOI avé¢he
'training data set with 10-folds cross-validation.

WZZwML

> Ml

wherew is the window length with the largestl, in each
fold, andW is the window length to be determined.

With the determined window length, the Ml of DOIrses
time of the train data can be obtained. The datadio the
classifier is then the DOI in the time interval whie MI is
larger than 0.5. The classifier in the study issgmto be
Support Vector Machine (SVM), with either Linearrkel or
Radial Basis Function kernel, and the parametees tao
determined by 10-folds cross validation.

(7.

In the testing stage, if the mode is Offline Clfsation, the
DOl of the test data is also truncated in the same interval
as in the training stage. On the other hand, if rirede is
Online Simulation, the DOI will first be cumulatedth the
window size the same as in the training stagefdreeach time
instant, there's a vector of features containing YOI of the
instant and before with the length of the windowgih. SVM
would be performed over time and then for each tinséant
the output of SVM and classified result would beptihyed.
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Figure 5. (a) shows the original energy within &ffective frequency range,
X(t), of C3 and C4. It can be observed that théediince of energy of C3 and
C4 isn't stable feature. While using the formuly, (®) shows the E(t) of C3
and C4 under a left hand imagery task. It's cleétigt Es(t) is higher than
Ec4(t), which corresponds to the contralateral ERD) @hows the
corresponding DOI of the same trial. The DOI assesignificantly from 0 to
1 and reaches 1 at around 6 sec. It's worth ngfithat since the window
length of the cumulation is 2.6 secs, the DOI a&é contains the information
from 3.4 sec to 6 sec, which corresponds to fitimge of motor imagery. (d)
shows the MI of DOI versus time of the trainingadt.

IV. EXPERIMENTAL RESULTS

A.  ThePrevious Researches s

In this section, the performance of the previougksao
using BCI competition 2003 dataset Il will be exaed. Since
the intra-subject variance of EEG is large in B@tem, only
the results with the same dataset would be comlgarab

Originally, in the BCI competition 2003, the winseof
dataset Il were ranked by the highest Ml valuéngishe test
data in the dataset to perform the Online Simuhatio
classifying the trial over time,and the winner isLl®mm, et
al.[8], using complex Morlet Wavelet and probaliitisnodel,
with highest MI 0.61 bits at 7.6 s and minimum ert0.7% at
6.8 s. Recently, many research apply their mettadghis
dataset to test the results. In this paragraphrethdt of Offline
Classification would be reviewed first and then itésult of the
Online Simulation.

Performing Offline Classification, one outcome préal,
N. Brodu [9] showed the comparative study of baodgr
extraction techniques. In this paper, the resutipafctrogram is
the best with accuracy 82.1%. Besides, Brodu [10]
implemented the BCI system with multifractal cunmitaand
predictive complexity with accuracy 80.7%. B. Wafii]
investigates in the Gaussian Process Classifidr adcuracy
86%. Y. Jiao [12] used AR model and combined SVM &\,
with accuracy 89.29 %. M.K. Hazrati [13] et al. dssdaptive
neural networks and gain the high accuracy up $.90. Guo
[14] adopted dynamic ICA mixing matrix with accuyac
87.14%.

As Online Simulation, H. Zhao [15] first used rélat
wavelet energy to discriminate and comes with lsghd 0.54
bits about 4.7s and later [16] using wavelet entrepth
highest MI 0.62 bits about 4s. S. Rezaei et al] fbmpares
the performance of different classifiers with highkll around
0.5 bits and accuracy around 83.57%. S.M. Zhoul.ef18]
used higher-order statistics with highest Ml 0.64s kand
accuracy 90% around 6s.

The comparative table of the previous researchadsva
in Table 1.

B. The Proposed Method

In the dataset, there're total 280 trials and theydivided in
two groups of dataset, training data and testirig,dandomly
and 140 trials each. The model of the proposed adeithfirst
trained using the training data, and the parameterspicked
using 10-folds cross validation and the criteriaddressed
before. Then the performance of the model is vidiian the
testing data.

The experimental results of the proposed methodlaogn
in Table 2 and Figure 6. Figure 6 shows how thealll the
accuracy change versus time of Online Simulatiodifféérent
classifier and TFA methods, where the Ml is calmdaby the
output of SVM. The result using HHT and linear l&r§VM
comes with the highest MI 0.72 bits at around 7vilsich is
much higher than all the previous researches, laadesult of
HHT and radial basis kernel SVM is with accuracy68% and
MI 0.69 bits. The results of Gabor Transform shdwe t
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capability of generalization of the proposed methoddther

TFA methods.
TABLE I. THE RESULTS OF PREVIOUS WORKS
. I Accuracy
Offline Classification (%)
Bandpass Filter +Spectrogram+LDA [9] 82.1
Band Power + Multifractal Comulants + Predictive 80.7
Complexity+LDA [10] )
IIR Bandpass Filter Comulant Energy +Gaussian 86.43
Process Classifier [11] '
AR Model + GA-SVM [12] 89.29
Spectral of Windowed Segments +Adaptive 90
Probabilistic Neural Network [13]
Dynamic ICA + Large Number Voting [14] 87.14
Online Simulation MI (bit)
Complex Morlet Wavelet + 4-D Gaussian Model +
0.61
Bayes Theorer[8]
Relative Wavelet Energy + SVM [15] 0.54
Wavelet Entropy + Band Powers + LDA [16] 0.62
AR + AAR+ Bayesian Network [17] 0.50
Higher Order Statistics +Neural Network [18] 0.64

TABLE II. THE EXPERIMENTAL RESULTS OF THE PROPOSED METHOD
Clagglfli?:(;tion Accuracy (%)
Gabor, SVM (linear) 87.1
Gabor, SVM (rbf) 87.2
HHT, SVM (linear) 900
HHT, SVM (rbf) 90.7

Online Simulation

Maximum Accuracy
(%)

Maximum Ml (bit)

Gabor, SVM (linear) 88.6 0.62
Gabor, SVM (rbf) 87.2 0.61

HHT, SVM (linear) 90.0 0.72
HHT, SVM (rbf) 88.6 0.69

V. DiscussioN ANDCONCLUSION

The experimental results shows the performance much

better than others especially comparing MI. Thedrtgnce of
MI is that MI not only indicates the accuracy assifier but
also designates the strength of the output and tubwst a
system is to the noise. In the real applicatior, giistem with
high classification accuracy does not always perforell
because of the noise contaminating the signal edhyen the

HHT. SVM (inear)

““““

3 0 s 6 7 5 bl

Figure 6. shows how the Ml and the accuracy chaegaus time of Online
Simulation of different classifier and TFA methods.

DOI and the SVM. DOI is gained by gathering thevinfation
of the spectral energy over time. SVM in the metlisds a
section of DOI to train and to classify. To resollie problem,
we can simply shorten the dimension of the fealr&VM,
with a tradeoff of lower MI and accuracy, in tharexe case,
leaving the SVM, only using the sign of raw DOl diassify.
The classification of raw DOI can be carried out the
criterion as follows. If the sign of DOI is posiivthe outcome
is left hand motor imagery and vice versa. Sineertfaximum
MI and the accuracy of raw DOI of the testing datas Figure
7 are around 89.2% and 0.71 bits around 6s, itdithie lower
bound of the performance. Also, by using DOI onhg
training of the classifier is needed, and the trgnof the
window size in calculating DOI is much faster, uguan less
than 5 seconds would largely shorten the trainimg tof the
system. Besides, the computational time of thesifleation is
quite short. The system is implanted in Matlab gd?€C, with
Core i5 750, and the computational time per sedad is less
than 0.02 cpu seconds thanks to the reductioreiitenation of
HHT.

HHT shows the potential of the generalization & tfotation
of DOI to the class of Time-Frequency or Time-Scabalysis.
Different TFA method may lead to different repraséion and
also some methods such as time-frequency reassijreaa
further improved the localization and clearnesthefspectrum.
It's believed that DOI can benefits from not onliAH but also

EEG-based BCI system with low SNR, making the direc@ more sophisticated TFA method, such as EMD + skgraed

reading of the accuracy meaningless for losingrf@mation
of variance. Previously, most of the research fesusnly on
the outcomes of Offline Classification which makies system
may not be practical in use.

Though the proposed method using DOI and linear SV

is high in MI but the latency is a little too lonky's because
there’re two stages of cumulation, the cumulatmlétermine

Spectrogram, however this is beyond the scopeiosthdy.
It's interestingly that the best classification érmterval
determined by the method automatically by mean#/bfs

from 3.2s to 7s, when MI of DOI is larger than @rd taking
pihe window length into consideration, which makesse. It's

possible that the subject is unable to focus anfbme during

ICSSE 2011
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Figure 7. shows how the MI and the accuracy oftdsting data change
versus time of raw DOI.

the whole 6s motor imagery task. Further, it's guesof the
usage of DOI to construct a motor imagery detecigstem.

In this paper, we have presented the novel fea@d, to
improve the performance of motor imagery clasdifica The
results carried out on the EEG data provided byB&é& 2003
competition has indicated the effectiveness of pheposed
feature. The success of our method should be @titxdbto the
use of the EMD process and the robust feature aiira
method. The EMD process in HHT is an adaptive camepb
extracting method, thus it's more suitable for EEBGd carries
the ability of adaptive band filtering by selectinipe
corresponding IMFs; DOI
amplifying the discriminating features from the spem of
TFA methods such that the ERD is effectively detdct
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