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Abstract

Policy gradient methods have demonstrated success in reinforcement learning, but they are also notoriously sample-inefficient. This can be attributed, at least in part, to the high variance in gradient estimates based on Monte Carlo methods. Previous research has endeavored to contend with this problem by control variates (CVs), including the early baselines, state dependent CVs, and the more recent state-action dependent CVs. In this work, we analyze the properties and drawbacks of previous CV techniques. Surprisingly, we find that these works have overlooked an important fact that Monte Carlo gradient estimates are generated by trajectories of states and actions. We show that ignoring the correlation across the trajectories can result in suboptimal variance reduction, and we propose a simple fix: a class of trajectory-wise CVs, that can further drive down the variance. We show that trajectory-wise CVs can be computed recursively and requires only learning Q-functions like the previous CVs for policy gradient. We further prove that the proposed approach are optimal for variance reduction under reasonable assumptions.

1 Introduction

Policy gradient methods [1–6] are a popular class of model-free reinforcement learning (RL) algorithms. They have many advantages, including simple update rules and convergence guarantees [2, 7–9]. However, basic policy gradient methods, like REINFORCE [1], are also notoriously sample inefficiency. This can be attributed, at least in part, to the high variance in Monte Carlo gradient estimates, which stems from both policy stochasticity necessary for exploration as well as stochastic environmental dynamics. The high variance is further exacerbated as the horizon becomes longer and the dimension becomes higher. If the variance of gradient estimates can be reduced, then the learning speed of policy gradient methods can be accelerated [10, 6].

Variance reduction has been studied since early work of policy gradient methods. For example, function approximators (critics) have been adopted to (partially) replace the Monte Carlo estimates, which reduces variance but at the expense of bias in the search direction [2, 11–15]. This bias-variance tradeoff can work well in practice, but can also diverge when not tuned carefully [14, 16, 9].

Another line of research uses the control variate (CV) method from statistics, designed for reducing variance in Monte Carlo estimates without introducing bias [2, 17, 24]. For policy gradient especially, the state dependent CVs (also known as baselines or reward reshaping [17, 19]) have been thoroughly investigated [18]. Common state dependent CVs are constructed as approximators of the policy’s value function, which admits update rules based on standard policy evaluation techniques. Overall, state dependent CVs are simple to implement and have been found to be quite effective, but the resulting policy gradients can still posses detrimentally high variance, especially in problems that has a long horizon. This has motivated the recent development of state-action dependent CVs [20, 23, 25], which can further reduce the variance due to randomness in the actions.

∗Equal contribution.

Considering the decades-long development of CV methods, one might wonder if there is a need for new policy gradient CV techniques. In this paper, we argue that the past development of CVs for policy gradients has overlooked an important fact that the Monte Carlo gradient estimates are generated by rolling out a policy and collecting statistics along a trajectory of states and actions. Instead the focus has been on sampling pairs of states and actions, ignoring the correlation between states and actions across time steps. Recently [23] empirically analyzed the variance of instantaneous state-action pairs and compared this to the variance correlations across time steps in multiple simulated robot locomotion tasks. They found that the variance due to long-term trajectories is often larger than the variance due to instantaneous state-action pairs, implying a potential room for improvement.

In this paper, we theoretically analyze the properties of previous CVs, and show that indeed the variance due to long-term trajectories has non-negligible effects. Motivated by this observation, we propose a family of trajectory-wise CVs, called TrajCV, which augment existing CVs with extra terms to additionally cancel this long-term variance. We show that TrajCV is particularly effective when the transition dynamics, despite unknown, is close to deterministic. Like existing CVs, TrajCV requires only knowledge of state-action value function (i.e. Q-function) approximates, and can be computed recursively. Furthermore, we prove that TrajCV is optimal for variance reduction under reasonable assumptions. These theoretical insights are validated in simulation (Appendix A).

Upon finishing this work we discovered a recent technical report [24] that is motivated similarly and details exactly the equation (11) that TrajCV uses. Their empirical results on simulated LQG tasks are encouraging too: TrajCV demonstrated superior performance compared with previous state and state-action dependent CVs. By contrast, we derive TrajCV following a completely different route, which brings extra insight into the previous deficiency and suggests natural ways for improvement. In addition, we analyze other potential trajectory-wise CVs and prove the proposed idea is optimal.

## 2 Problem Setup and Background

We consider episodic policy optimization in a finite-horizon Markov Decision Process (MDP) [26,27] with horizon \( h \), state space \( \mathcal{S} \), action space \( \mathcal{A} \), instantaneous cost function \( c : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R} \), initial state distribution \( p_{\text{init}} \), and dynamics \( \mathcal{P} \). Given a parameterized stochastic policy class \( \Pi \) the goal is to search for a policy in \( \Pi \) that achieves low accumulated costs averaged over trajectories

\[
J(\pi) := \mathbb{E}\sum_{t=1}^{h} C_t, \quad \text{where } C_t := c(S_t, A_t), \quad S_1 \sim p_{\text{init}}, \quad A_t \sim \pi_{S_t}, \quad S_{t+1} \sim \mathcal{P}_{S_t, A_t} \tag{1}
\]

where \( \mathcal{P}_{s,a} \) denotes the distribution of the next state after applying action \( a \in \mathcal{A} \) at state \( s \in \mathcal{S} \), and \( \pi_s \) denotes the distribution of action at state \( s \in \mathcal{S} \). Note that \( S_t \) and \( A_t \) are the sampled state and action at step \( t \). For simplicity of writing, we embed the time information into the definition of state, e.g., \( c(S_t, A_t) \) can represent non-stationary functions. The randomness in (1) consists of the randomness in the start state, policy, and dynamics. In this work, we focus on the case where the dynamics \( \mathcal{P} \) and the start state distribution \( p_{\text{init}} \) are unknown, but the instantaneous cost \( c \) is known.

We use upercases to denote random variables, such as \( S_t \) and \( A_t \), with the exception of \( J \). We will use subscript \( _{i..j} \) to denote the set of random variables, i.e. \( X_{1..5} = \{X_1, \ldots, X_5\} \), and \( _i:j \) to denote summation (i.e. \( C_{1:h} = \sum_{t=1}^{h} C_t \)). As we will be frequently manipulating conditional distributions, we adopt the subscript notation below to write conditional expectation and variance. For \( \mathbb{E}_{X|Y} [f(X, Y)] \) of some function \( f \), \( X \) denotes the random variable where the expectation is defined and \( Y \) denotes the conditioned one. Furthermore, for \( f(X_{1..N}, Y) \), we use \( \mathbb{E}_{Y} [f(X_{1..N}, Y)] \) as a shorthand to denote taking the expectation over all other random variables (i.e. \( X_{1..N} \)) conditioned on \( Y \). This subscript notation also applies to variance, which is denoted as \( \text{Var} \).

### 2.1 Policy Gradient Methods: Pros and Cons

The goal of this paper is to improve policy gradient methods [1,7,2,4,13,5,6]. These algorithms treat minimizing (1) as a first-order stochastic non-convex optimization problem, where noisy, unbiased gradient estimates of \( J \) in (1) are used to inform policy search. The basic idea is to apply the likelihood-ratio method to derive the gradient of (1). Let us define \( N_t := \nabla \log \pi_{S_t}(A_t) \), where \( \nabla \) is the derivative with respect to the policy parameters, and define \( q^\pi \) as the Q-function of \( \pi \); that is, \( q^\pi(S_t, A_t) = \mathbb{E}[C_{t:h}] \) where the expectation is generated by taking \( A_t \) at \( S_t \) and then \( \pi \) afterwards. Define \( G := G_{1:h} \) and \( G_t := N_t C_{t:h} \). Then it follows

\[
\nabla J(\pi) = \mathbb{E}\sum_{t=1}^{h} N_t q^\pi(S_t, A_t) = \mathbb{E}[G], \quad \text{where } G = G_{1:h} \tag{2}
\]

\[\text{We use one-based indexing throughout the manuscript.}\]
where the second equality is due to $q^\pi(S_t, A_t) := E[C_t|a_t]$. Eq. (2) is an expectation over trajectories generated by running $\pi$, so we can treat the random vector $G$ as an unbiased estimate of $\nabla J(\pi)$, which can be computed by executing the policy $\pi$ starting from initial distribution and then recording the statistics $G_t$, for $t \in \{1, \ldots, h\}$. This technique is known as the Monte Carlo estimate.

The policy gradient methods optimize policies based on gradient estimates constructed using the idea above. While they have numerous advantages as we discussed, simply using the Monte Carlo estimate $G$ in policy optimization (i.e. the vanilla implementation of REINFORCE) can result in poor parameter updates due to excessive variance \cite{13, 14}, making learning sample-inefficient.

### 2.2 Variance Reduction and Control Variate

A powerful technique for reducing the variance in the Monte Carlo estimates is the CV method \cite{28, 29}. Leveraging correlation between random estimates, the CV method has formed the backbone of many state-of-the-art stochastic optimization algorithms \cite{30, 32}, in particular, practical policy gradient methods for RL \cite{18} because of the high-variance issue of $G$ discussed in the previous section. Below, we review the basics of the CV method as well as previous CV techniques designed for reducing the variance of $G$. Without loss of generality, we suppose only one trajectory is sampled from the MDP to construct the estimate of (2) and study the variance of different single-sample estimates. We remind that the variance can be always further reduced, when more i.i.d. trajectories are sampled (i.e. using mini batches).

#### 2.3 The Control Variate Method

Consider the problem of estimating the expectation $E[X]$, where $X$ is a (possibly multivariate) random variable. The CV method \cite{28, 29} is a technique for synthesizing unbiased estimates of $E[X]$ that potentially have lower variance than the naive sample estimate $\tilde{X}$. It works as follows: Assume that we have access to another random variable $Y$, called the CV, whose expectation $E[Y]$ is cheaper to estimate than $E[X]$. Then we can devise this new estimate by a linear combination,

$$X - \Omega^\top(Y - E[Y]),$$

where $\Omega$ is a properly-shaped matrix. Due to the linearity of expectation, the estimate in (3) is unbiased. While theoretically one can compute the optimal $\Omega$, it requires many data. Therefore, in practice $\Omega$ is often set as the identity matrix, which often works well when $Y$ is positively correlated with $X$. The resulting estimate $X - (Y - E[Y])$ is known as the difference estimator \cite{29} and has variance $\text{Var}[X - Y]$, meaning that if $Y$ is close to $X$ then the variance becomes smaller.

### 2.4 Common Control Variates for Policy Gradient Methods

The art to various CV methods lies in the design of the correlated random variable $Y$. The choice is often domain-dependent, based on how $X$ is generated. When estimating the policy gradient in (2), many structures (e.g. the Markov property) can be leveraged to design CVs, as we shall discuss. Following previous works (e.g. \cite{18, 23}) here we focus on the policy gradient component $G_t$ of $G$ given in (2) for simplicity of exposition.\cite{17, 18} The most commonly used CVs for policy gradient \cite{1, 17} are state-dependent functions $\hat{\nu} : S \rightarrow \mathbb{R}$, which leads to the difference estimator

$$\hat{G}_t^\nu := G_t - \left( N_t \hat{V}_t - E_{A_t|S_t}[N_t \hat{V}_t] \right) = G_t - N_t \hat{V}_t,$$

and the expectation vanishes as $E_{A_t|S_t}[N_t \hat{V}_t] = \hat{V}_t \nabla E_{A_t|S_t}[1] = 0$.\cite{23} Recently, state-action CVs $\hat{\varphi} : S \times A \rightarrow \mathbb{R}$ have also been proposed \cite{20, 23, 25, 33}, in an attempt to reduce more variance through CVs that better correlate with $G_t$. The state-action CVs yields the difference estimator

$$\hat{G}_t^{\varphi} := G_t - \left( N_t \hat{Q}_t - E_{A_t|S_t}[N_t \hat{Q}_t] \right),$$

where $\hat{Q}_t := \hat{q}(S_t, A_t)$.

Usually $\hat{\nu}$ and $\hat{\varphi}$ are constructed as function approximators of the value function $v^\pi$ and the Q-function $q^\pi$ of the current policy $\pi$, respectively, and learned by policy evaluation, e.g., variants of TD($\lambda$) \cite{24}, during policy optimization. Therefore, these methods can also be viewed as unbiased actor-critic approaches. In practice, it has been observed that these CVs indeed accelerate policy optimization, especially in simulated robot control tasks \cite{20, 21, 23, 25, 33}.\footnote{The variance of $G$ can be bounded by the variance of $G_t$ (Appendix B.3). Tighter bounds can be derived when assumptions on the MDP is made, e.g., faster mixing rate \cite{18}.
\footnote{State dependent functions naturally include non-stationary constant baselines in our notation.}}

---

**2.2 Variance Reduction and Control Variate**

A powerful technique for reducing the variance in the Monte Carlo estimates is the CV method \cite{28, 29}. Leveraging correlation between random estimates, the CV method has formed the backbone of many state-of-the-art stochastic optimization algorithms \cite{30, 32}, in particular, practical policy gradient methods for RL \cite{18} because of the high-variance issue of $G$ discussed in the previous section. Below, we review the basics of the CV method as well as previous CV techniques designed for reducing the variance of $G$. Without loss of generality, we suppose only one trajectory is sampled from the MDP to construct the estimate of (2) and study the variance of different single-sample estimates. We remind that the variance can be always further reduced, when more i.i.d. trajectories are sampled (i.e. using mini batches).

**2.3 The Control Variate Method**

Consider the problem of estimating the expectation $E[X]$, where $X$ is a (possibly multivariate) random variable. The CV method \cite{28, 29} is a technique for synthesizing unbiased estimates of $E[X]$ that potentially have lower variance than the naive sample estimate $\tilde{X}$. It works as follows: Assume that we have access to another random variable $Y$, called the CV, whose expectation $E[Y]$ is cheaper to estimate than $E[X]$. Then we can devise this new estimate by a linear combination,

$$X - \Omega^\top(Y - E[Y]),$$

where $\Omega$ is a properly-shaped matrix. Due to the linearity of expectation, the estimate in (3) is unbiased. While theoretically one can compute the optimal $\Omega$, it requires many data. Therefore, in practice $\Omega$ is often set as the identity matrix, which often works well when $Y$ is positively correlated with $X$. The resulting estimate $X - (Y - E[Y])$ is known as the difference estimator \cite{29} and has variance $\text{Var}[X - Y]$, meaning that if $Y$ is close to $X$ then the variance becomes smaller.

---

**2.4 Common Control Variates for Policy Gradient Methods**

The art to various CV methods lies in the design of the correlated random variable $Y$. The choice is often domain-dependent, based on how $X$ is generated. When estimating the policy gradient in (2), many structures (e.g. the Markov property) can be leveraged to design CVs, as we shall discuss. Following previous works (e.g. \cite{18, 23}) here we focus on the policy gradient component $G_t$ of $G$ given in (2) for simplicity of exposition.\cite{17, 18} The most commonly used CVs for policy gradient \cite{1, 17} are state-dependent functions $\hat{\nu} : S \rightarrow \mathbb{R}$, which leads to the difference estimator

$$\hat{G}_t^\nu := G_t - \left( N_t \hat{V}_t - E_{A_t|S_t}[N_t \hat{V}_t] \right) = G_t - N_t \hat{V}_t,$$

and the expectation vanishes as $E_{A_t|S_t}[N_t \hat{V}_t] = \hat{V}_t \nabla E_{A_t|S_t}[1] = 0$.\cite{23} Recently, state-action CVs $\hat{\varphi} : S \times A \rightarrow \mathbb{R}$ have also been proposed \cite{20, 23, 25, 33}, in an attempt to reduce more variance through CVs that better correlate with $G_t$. The state-action CVs yields the difference estimator

$$\hat{G}_t^{\varphi} := G_t - \left( N_t \hat{Q}_t - E_{A_t|S_t}[N_t \hat{Q}_t] \right),$$

where $\hat{Q}_t := \hat{q}(S_t, A_t)$.

Usually $\hat{\nu}$ and $\hat{\varphi}$ are constructed as function approximators of the value function $v^\pi$ and the Q-function $q^\pi$ of the current policy $\pi$, respectively, and learned by policy evaluation, e.g., variants of TD($\lambda$) \cite{24}, during policy optimization. Therefore, these methods can also be viewed as unbiased actor-critic approaches. In practice, it has been observed that these CVs indeed accelerate policy optimization, especially in simulated robot control tasks \cite{20, 21, 23, 25, 33}.\footnote{The variance of $G$ can be bounded by the variance of $G_t$ (Appendix B.3). Tighter bounds can be derived when assumptions on the MDP is made, e.g., faster mixing rate \cite{18}.
\footnote{State dependent functions naturally include non-stationary constant baselines in our notation.}}
3 Why We Need New Control Variates

Given the decades-long development of CVs for policy gradient reviewed above, one might wonder if there is a need for new policy gradient CV techniques. If so, what is the additional gain we can potentially have? To answer, let us analyze the variance of policy gradient component $G_t$ and how the CVs above reduce it. By the law of total variance, $\text{Var}[G_t]$ can be decomposed into three terms

$$\text{Var}_S E_S[ N_t C_{t:h}] + \text{E}_S\text{Var}_{A_t|S_t}\left[N_t E_{S_t,A_t}[C_{t:h}]\right] + \text{E}_{S_t,A_t}\text{Var}_{S_t,A_t}[N_t C_{t:h}],$$  \hspace{1cm} (6)

where the first term is due to the randomness of policy and dynamics before getting to $S_t$, the second term is due to policy randomness alone at step $t$, i.e. selecting $A_t$, and the third term is due to again both the policy and the dynamics randomness in the future trajectories, i.e. after $S_t$ and $A_t$.\footnote{The law of total variance: $\text{Var}[f(X,Y)] = \text{E}_X\text{Var}_{Y|X}[f(X,Y)] + \text{Var}_X\text{E}_Y[f(X,Y)]$ \footnote{The empirical size of the three terms on the simulated CartPole task in different policy optimization stages can be found in Appendix A.}}

Let us measure the size of these three terms by their trace and define

$$\forall S_t := \text{Tr} \left( \text{Var}_S E_S[ N_t C_{t:h}] \right), \hspace{1cm} \forall_{A_t|S_t} := \text{Tr} \left( \text{E}_S\text{Var}_{A_t|S_t}\left[N_t E_{S_t,A_t}[C_{t:h}]\right] \right), \hspace{1cm} \forall_{S_t,A_t} := \text{Tr} \left( \text{E}_{S_t,A_t}\text{Var}_{S_t,A_t}[N_t C_{t:h}] \right).$$  \hspace{1cm} (7)

Hence, $\text{Tr} \left( \text{Var}[G_t] \right) = \forall S_t + \forall_{A_t|S_t} + \forall_{S_t,A_t}$. The following theorem shows the size of each term when the policy is Gaussian, which is commonly the case for problems with continuous actions.

**Theorem 3.1.** Suppose the policy $\pi$ is Gaussian such that $\pi_S(A_t) = \mathcal{N}(A_t, \mu_\theta(S_t), \sigma I)$, where $\mu_\theta$ is the mean function, and $\theta$ and $\sigma > 0$ are learnable parameters. Assume the cost function $c$ is bounded and the Q-function $q^\pi(s,a)$ is analytic in $a$. Then for small enough $\sigma$, it holds that $\forall S_t = O(h^2)$, $\forall_{A_t|S_t} = O(h^2/\sigma^4)$, and $\forall_{S_t,A_t} = O(h^2/\sigma^4)$.

Here we focus on the effects due to the problem horizon $h$ and the policy variance $\sigma$. Theorem 3.1 \footnote{Discussion on $\text{Var}[\tilde{G}_t]$ is omitted in that $\tilde{G}_t$ is subsumed by $\hat{G}_t$.} (proved in Appendix B.2) shows that, when the stochasticity in policy decreases (e.g. when it passes the initial exploration phase) the terms $\forall_{A_t|S_t}$ and $\forall_{S_t,A_t}$ will dominate variance in policy gradients. An intuitive explanation to this effect is that, as the policy becomes more deterministic, it becomes harder to compute the derivative through zero-order feedback (i.e. accumulated costs). In particular, one can expect that $\forall_{A_t|S_t}$ and $\forall_{S_t,A_t}$ to be larger than $\forall S_t$ when the variation of $C_{t:h}$ is larger than the variation of $q^\pi(S_t,A_t) := E_{S_t,A_t}[C_{t:h}]$.\footnote{We discuss exactly how to do this next.}

Akin to the derivation of (6), one can show that $\text{Var}[\hat{G}_t]$ can be written as

$$\text{Var}_S E_S[ N_t C_{t:h}] + \text{E}_S\text{Var}_{A_t|S_t}\left[N_t (E_{S_t,A_t}[C_{t:h}] - \hat{Q}_t)\right] + \text{E}_{S_t,A_t}\text{Var}_{S_t,A_t}[N_t C_{t:h}].$$  \hspace{1cm} (8)

Comparing (6) and (8), we can see that the CVs in the literature have been focusing on reducing the second term $\text{Var}_{A_t|S_t}$. Apparently, from the decomposition (8), the optimal choice of the state-action CV $\hat{q}$ is the Q-function of the current policy $q^\pi$, because $q^\pi(S_t,A_t) := E_{S_t,A_t}[C_{t:h}]$, which explains why $\hat{q}$ can be constructed by policy evaluation. When $\hat{q} = q^\pi$, the effect of $\text{Var}_{A_t|S_t}$ can be completely removed. In practice, $\hat{q}$ is never perfect (let alone the state-dependent version); nonetheless, improvement in learning speed has been consistently reported.

However, Theorem 3.1 suggests that $\text{Var}_{S_t,A_t}$ is a similar same size as $\text{Var}_{A_t|S_t}$, implying that even when we completely remove the second term $\text{Var}_{A_t|S_t}$, the variance of the gradient estimate can still be significant. Indeed, recently \footnote{The empirical size of the three terms on the simulated CartPole task in different policy optimization stages can be found in Appendix A.} \footnote{The empirical size of the three terms on the simulated CartPole task in different policy optimization stages can be found in Appendix A.} empirically analyzed the three variance components in (8) in LQG and simulated robot locomotion tasks. They found that the third term $\text{Var}_{S_t,A_t}$ is sometimes close to the second term $\text{Var}_{A_t|S_t}$, and both of them are several orders of magnitude larger than the first term $\text{Var}_{S_t}$. Our Theorem 3.1 supports their finding and implies that there is a potential for improvement by reducing $\text{Var}_{S_t,A_t}$. We discuss exactly how to do this next.

4 Trajectory-wise Control Variates

We propose a new family of trajectory-wise CVs, called TrajCV, that improves upon existing state or state-action CV techniques by tackling additionally $\text{Var}_{S_t,A_t}$, the variance due to randomness in trajectory after step $t$. While this idea sounds intuitively pleasing, a technical challenge immediately

...
We present TrajCVs for policy gradient below. For transparency, again let us focus on the component \( g \).

At first glance this seems like an impossible quest. But we will show that by a clever divide-and-conquer trick, an unbiased CV can actually be devised to reduce the variance \( \text{Var}[g] \). This main idea is to 1) decompose \( \text{Var}[g] \), through repeatedly invoking the law of total variance and then 2) attack the terms that are amenable to reduction using CVs. As expected, the future variance cannot be completely reduced, because of the unknown dynamics. But we should be able to reduce the randomness due to known distributions, namely, the future uses of policy \( \pi \).

### 4.1 A Divide-and-Conquer Strategy

Before giving the details, let us first elucidate our idea using a toy problem. Consider estimating \( \mathbb{E}[f(X_{1.5})] \), the expectation of a function of 5 random variables. We can apply the law of total variance repeatedly, in the order indicated by the subscript, and decompose the variance into

\[
\text{Var}[f(X_{1.5})] = \sum_{k=1}^{5} \mathbb{E} X_{1..k-1} \text{Var} X_k | X_{1..k-1} \mathbb{E} X_{k+1..5} | X_{1..k}[f(X_{1.5})]
\]

For example, suppose we wish to reduce \( \text{Var} X_{3.5} | X_{1..2} \) we simply need to consider a CV in the form \( g(X_{1..3}) \), which does not depend on random variables with larger indices. With the difference estimator \( f(X_{1..5}) - g(X_{1..3}) + \mathbb{E} X_{3.5} | X_{1..2}[g(X_{1..3})] \), the variance \( \text{Var} X_{3.5} | X_{1..2} \) changes into \( \mathbb{E} X_{3.5} | X_{1..2} \text{Var} X_{3} | X_{1..2}[f(X_{1..5})] - g(X_{1..3}) ] \). Apparently when \( g \) is optimally chosen as \( g^*(X_{1..3}) := \mathbb{E} X_{3.5} | X_{1..2}[f(X_{1..5})] \), this term vanishes.

**Fact 1** A key property of designing CVs by the recursive decomposition above is that the inclusion of the extra term, e.g. \( g(X_{1..3}) - \mathbb{E} X_{3.5} | X_{1..2}[g(X_{1..3})] \), in the difference estimator only affects a single component \( \text{Var} X_{3.5} | X_{1..2} \) in the total variance, without influencing the other terms. This separation property hence allows for a divide-and-conquer strategy: we can design CVs for each term separately and then combine them; the reduction on each term will add up and reduce the total variance.

**Fact 2** There is still one missing piece before we can adopt the above idea to design CVs for estimating policy gradients: the ordering of random variables. In the example above, we need to know \( \mathbb{E} X_{3.5} | X_{1..2}[g(X_{1..3})] \) to compute the difference estimator. Namely, it implicitly assumes the knowledge about \( p(X|X_{1..2}) \), which may or may not be accessible. Suppose \( p(X|X_{1..2}) \) is not available but \( p(X|X_{1..5}) \) is. We can consider instead using the law of total variance in a different order, e.g. \( X_1 \to X_5 \to X_3 \to X_1 \to X_2 \), and utilize the information \( p(X|X_{3..5}) \) to construct a difference estimator to reduce \( \text{Var} X_{3.5} | X_{1..2} \). Therefore, the design of CVs hinges also on the information available. Recall that we only know about the policy but not the dynamics in RL.

### 4.2 Design of TrajCV

We present TrajCVs for policy gradient below. For transparency, again let us focus on the component \( G_t \), which is a function of \( S_{t..h} \) and \( A_{t..h} \). Given the information of known random variables (i.e. the policy) and the Markovian structure, a natural ordering for applying law of total variance is

\[
S_t \to A_t \to S_{t+1} \to A_{t+1} \to \cdots \to S_h \to A_h.
\]

Suppose now we want to reduce \( \text{Var} A_{k} | S_{t..k} A_{t..k-1} \) for some \( k > t \). Based on Section 4.1, we may consider a CV in the form \( g_k(S_{t..k}, A_{t..k}) \), whose the optimal choice is \( g_k^*(S_{t..k}, A_{t..k}) = \mathbb{E} S_{t..k}, A_{t..k} \mathcal{N}_t C_{t..k} = N_t (C_{t..k} + \mathbb{E} S_{t..k}, A_{t..k} C_{k,h}) = N_t (C_{k,h} + q^*(S_k, A_k)) \), where the last equality is due to the Markovian structure and the definition of \( q^* \). This suggests practically we can use \( g_k(S_{t..k}, A_{t..k}) := N_t (C_{k,h} + \hat{q}_k), \) where \( \hat{q}_k := \hat{q}(S_k, A_k) \), \( \hat{q} \approx q^* \) as was in 4. In other words, we showed that finding the optimal CV for reducing variance in policy gradient can be reduced to learning the Q-function; this enables us to take advantage of existing policy evaluation algorithms. Now we combine \( \{g_k(S_{t..k}, A_{t..k})\}_{k=t}^{h} \) to build the CV for \( G_t \). Because from Section 4.1 these terms do not interfere with each other, we can simply add them together into \( \sum_{k=t+1}^{h} g_k(S_{t..k}, A_{t..k}) \), augmenting the state-action CV (or its special cases like state-depenent
We provide theoretical insights into the importance of considering long-term effects in designing CVs. We compare (10) against potential orderings constructed by reparameterizing the policy such that its dynamics and actions, respectively. Therefore, suppose the underlying dynamics is deterministic (i.e. $d = q^\pi$, for all $s \in S$). Reparameterization makes designing a larger family of TrajCVs possible. When applying the law of total variance, the ordering of the random variables now can have many possibilities. One might ask, given all possible orderings of random variables, which ordering we should pick to pursue in future work.

Theorem 4.1 tells us that if the optimal CVs are attainable (i.e. we can estimate the Q-function exactly), then the natural ordering is optimal. However, in practice, the CVs are almost always suboptimal due to error in estimation. If the dynamics is relatively accurate and the computing resources for simulation are abundant, then although the residue is higher, the ordering that orders all actions before states except $S_t$ could actually be superior. Therefore, the ordering of random variables based on the relative accuracy of different estimates is an interesting practical question to pursue in future work.

5 Conclusion

We provide theoretical insights into the importance of considering long-term effects in designing CVs for estimating policy gradient, especially for problems with a long horizon. The fix turns out to be quite simple: just padding additional terms (cf. (11)) onto the existing CVs, which can be done using Q-function approximators used in existing CVs without requiring new information. Interestingly we prove this simple idea is actually optimal. Preliminary experimental results supporting the findings are deferred to Appendix A. Important future work includes considering the different bias and variance trade-offs discussed in Section 4.3 and learning the linear combination weights of the CVs for policy gradient components $\{G_t\}_{t=1}^h$.
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4 For brevity, we may use CV to mean the difference estimator of that CV when there is no confusion.

5 Ways of approximately evaluating the expectation over actions are deferred to Appendix A.
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